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Composition of dependability properties 
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Dependability 

Subsumes concerns in reliability, availability, safety, 
confidentiality, integrity, maintenability - the attributes of 
dependability - within a unified conceptual framework; enables 
the appropriate balance between the attributes to be addressed 

Means for dependability - fault prevention, fault tolerance, 
fault removal, fault forecasting - provide an orthogonal 
classification of development activities; essential for abstract 
and discrete systems (noneXistent or vanishing safety factor) 

Causal chain of threats to dependability - fault - error - failure 

~ 
Central to understanding and mastering various threats likely 
to affect a system 
Provides for a unified presentation of those threats, though 
preserving their specificities via the various classes 

Ri\gOrOUs terminology - not just definitions: a 7d~ 

abstraction structuration recursion 
Avoiding intellectual confusion(s) 
Focusing on scientific problems and technical choices 

dependency 
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* Cost of computer failures 

Accidental (and non-maHelaus 
intentional) faults 

Deliberately malicious faults 
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France 
[In surers' association, 

private businesses] 

BFF 51Yr 

BFF 61 Yr 

USA UK 
[Flnd/SVP, [Insurers' 

large association] 
buslne-ssesl 

BS 41 Yr 

B£1 ,25IYr 

~ Average cost per hour of downtime (lost revenue In banking, retail , 
manufacturing, health insurances, securities, reservations , etc.): $78,000 

lG5" Estimate of total yearly cost (USA): BS 80 

* Maintenance costs 
n3r On-board Space Shuttle software: MS 100 I year 

* Undeployed software cost (development process fai lure) 

IlW USA [Standish 

I 
Successful 

I 
Challenged 

I 
Cancelled 

Group - 8380 
1360 - 16% 4416 - 53% 2604 - 31 % prolels] 

- B$ 81 lost yearly due to cancellations 

1983 1988 1994 Schedule 
estimate (contract estimate slippage 

IlW FAA AAS awarded) (1994 
estimate estimate) 

BS 1 BS4 BS 7 6 - 8 years 
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DISCUSSION 

Rapporteur: C Sala Oliveras 

Lecture One 

Dr Laprie was talking about fault classification, especially those faults which are human 
made when Dr Ross pointed out that in the previous session (Dr Rushby's 2nd Lecture: 
Analyzing human factors with formal methods) they had a great discussion about the 
human mental image (mental model), and, sometimes, this human mental model is 
different from what is actually going on in the system. Dr Ross wondered if Dr Laprie's 
fault dimensions could be extended to include what is going on in the minds of people who 
are collaborating with the system, or if it would be another dimension in the sense of 
hardware and software versus training or cognition. Dr Laprie answered that he does not 
intend to look at what is happening in people ' s mind when they interact with systems, 
however one could always regard larger systems composed of computer systems plus 
operators. Professor Malek emphasized that one does have human-made faults. Dr Laprie 
agreed that indeed one has human-made faults, which are neither ergonomic nor interface 
related but more cognitive faults. So, regarding the classification of faults one clearly can 
have a classification of the operators ' faults and indeed it is recognized that there is also 
this type of human fault dimension where the model that the operator has of the system 
does not match with the actual system behaviour. At this point, Dr Ross agreed that these 
faults are beyond the human interface. Dr Laprie went on to say that these faults are most 
difficult to detect and to con-ect (for the operator and for the system). 

Dr Laprie was talking about wrapping and their benefits when Dr Lomet asked whether the 
wrappers tested the arguments of the calls. Dr Laprie responded that the wrappers test both 
the inputs and the outputs. 

Mr Warne questioned if there was any good reason why Dr Laprie did not put timeliness as 
a fault in his taxonomy. Dr Laprie argued that timeliness, in the level of abstraction of his 
model, can be seen in the concept of continuity of service from a system. 

Dr Laprie also pointed out that perhaps they were talking about different concepts of 
timeliness. 

Dr Laprie was talking about losses in project cancellations due to software faults upon 
which Professor Malek questioned what the percentage of project cancellations were due to 
technological changes over time rather than to software faults. Professor Malek also 
commented that, for instance, a lot of military projects were simply cancelled because of 
technological changes and reasons other than software faults. Dr Laplie responded that he 
believed that most of the time, project cancellations are due to specification changes and/or 
bad service system performance. 
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